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High dlmen3|onal visual data are reshaplng the Iandscape of multlmedla understandlng These
modalities extend beyond conventional 2D images and videos, offering richer information across spatial,
temporal, angular, spectral, and modality dimensions. This workshop focuses on the challenges and
opportunities in the _
It brings together researchers from computational imaging, multimodal learning, and neural
representations to explore efficient methods for sensing, reconstruction, and semantic understanding.

Call For Paper

We invite submissions of original research contributions related to, but not limited to, the following areas:

High-Dimensional Visual Sensing and Computational Imaging
Compression and Neural Representations for Complex Modalities
Semantic Understanding and Cross-Modal Perception
Vision-Language Reasoning for Multi-modal Data

Datasets and Benchmarks for High-Dimensional Media
Trustworthy and Efficient Multi-modal Intelligence
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We will select xxx oral papers to be presented at our workshop. One of these will be awarded the Best
Paper Award, which will be announced during the event.
Submission Site: XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

Important Dates

Paper Submission Deadline: xxxxx
Notification of Acceptance: Xxxx
Camera-ready Submission: XxXxXx
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